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ABSTRACT 

 

This paper compares and evaluates streamflow and water balance results from four different 

Land Surface Models (LSMs) which participated in the multi-institutional North American Land 

Data Assimilation System (NLDAS). These LSMs have been run for the retrospective period 

10/01/1996 to 09/30/1999 forced by atmospheric observations from the Eta Data Assimilation 

System (EDAS) analysis and ETA model output, measured precipitation and downward solar 

radiation. We have evaluated these simulations using measured daily streamflow data within 9 

large major basins within the US and with 1145 smaller basins from 23 km2 to 10,000 km2 

distributed over the NLDAS domain from the U.S. Geological Survey (USGS). Model runoff 

was routed with a distributed and a lumped optimized linear routing model. The diagnosis of the 

model results shows that the LSMs have a wide spread in their partitioning of precipitation into 

evapotranspiration and runoff. The modeled mean annual runoff shows large regional differences 

by a factor of up to four between models. The corresponding difference in mean annual 

evapotranspiration is about a factor of two. Runoff timing for the LSMs is influenced by snow 

melt timing with differences in the streamflow peaks of up to four months. While the modeled 

mean annual runoff shows large regional differences among the models and between the models 

and observations, it is under-estimated in areas with significant snowfall by all models. The 

monthly water budget shows that in the summer the model differences in runoff are as large as 

are soil water storage changes. 
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1. INTRODUCTION 

The first phase of the multi-institutional North American Land Data Assimilation System 

(NLDAS) project [Mitchell et al., 2000, 2003] investigates the ability of four land surface / 

hydrology models (LSM) to reproduce measured fluxes. On small scales Luo et al. [2003] and 

Robock et al. [2003] looked at the forcing data and the performance of LSMs over the Southern 

Great Plains. Sheffield et al. [2003] and Pan et al. [2003] investigated the snow cover extent and 

snow water equivalent of the models at the point scale and over large spatial areas. This paper 

focuses on the ability of land surface models to reproduce measured streamflow and also inter-

compares the large scale water budget of these models.  

In previous off-line tests of land surface or hydrological models it has been shown that 

models are generally capable of reproducing streamflow time series on a monthly to annual time 

scale for large river basins up to 107 km2 [Lohmann, 1998b, Oki, 1999; Mauerer, 2002; Bowling, 

2003; Nijssen, 2003]. The resulting errors of the models can be attributed to an incorrect amount 

of runoff or an incorrect timing of the modeled runoff. The reasons for the over- or under-

prediction of the total runoff amount on annual or seasonal time scales were addressed in the 

following major off-line studies. The Global Soil Wetness Project [GSWP, Dirmeyer, 1999] 

experiment showed that biases in the precipitation forcing led to biases of mean annual runoff 

[Oki et al., 1999, also Chapelon et al., 2002]. The biases in the resulting modeled streamflow 

were identified as a function of the precipitation station density. The Project for Intercomparison 

of Land-surface Parameterization Schemes (PILPS) phase 2(e) showed that differences in the 

sublimation physics of the models [Bowling, 2002, and Nijssen, 2002] are mainly due to snow 

surface roughness. Models with high sublimation loose their snow pack too early and 
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consequently under-predicted observed runoff. The PILPS phase 2(c) [Lohmann, 1998b] 

demonstrated that differences in runoff production parameterization affect the seasonal cycle of 

runoff. Models with almost no runoff production during summer precipitation events produced 

more realistic streamflow time series in the summer. These models produced runoff mainly by 

subsurface runoff. However, during periods of intense runoff production the resulting timing of 

runoff in these models was delayed. It was argued that this problem could be solved with a 

careful calibration of the model. 

The question of runoff timing was also addressed in these off-line studies. In most of 

these studies a simple linear river routing algorithm was used to transform modeled runoff into 

modeled streamflow [see e.g. Lohmann et al., 1998a, 1998b, or Oki et al., 1999]. All these 

models are mathematically identical linear models and therefore can be described by the impulse 

response function of the governing equations. Differences in runoff timing were explained  by 

different factors. Snowmelt timing differences were significant in Bowling [2003] and Boone 

[2003]. The storage of snowmelt in either the snowpack, surface ponding, or in the soil column 

influenced the timing of the runoff, but not the absolute magnitude [Bowling et al., 2003]. The 

resulting differences in peak runoff timing between models were on the order of days to up to 3 

months. Boone et al. [2003] confirmed these results and documented that snowmelt timing on 

large spatial scales where differences in orography are significant can be improved by the 

introduction of snow bands. Differences in runoff production parameterizations introduced 

differences in streamflow peaks [Lohmann et al., 1998b]. Models with more sub-surface runoff 

production showed time delays for the peak streamflow on the order of one day to about one 

week for major flow events. Delays were mainly the result of different vertical water transport 

equations within the soil. Differences in the routing parameters lead to different horizontal travel 
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times of water in the river system [Oki et al., 1999]. Horizontal travel times in river beds for 

large basins are typically on the order of 0.5 to 5 m/s. Assuming a meandering ratio of 1.4 [Oki 

et al., 1999] this means that a flood wave will pass through one NLDAS grid cell (1/8 degree)  in 

about 1 to 10 hours. We therefore expect a maximum timing uncertainty for basins for up to 

10,000 km2 to be about one or two days for an un-calibrated routing model. In a previous 

NLDAS related study for the large US basins, these uncertainties were on the order of weeks 

[Maurer et al., 2002]. It should be noted that a full implementation of the physically based 

hydraulic St-Venant equations [Chow, 1959] could improve this runoff timing, but would be 

computationally more expensive and more difficult to set up since more parameters are required.  

During the last 10 years many publications showed that land surface models can 

successfully reproduce streamflow on daily to annual time scales for many river basins around 

the globe. However, it has never been reported for models other than the Bucket model that there 

are structural problems within a model that prevent it from modeling streamflow correctly. 

Entekhabi et al. [2000] point correctly to the limitations of current land surface and hydrology 

models which are used at scales from 1 km to 300 km. Most models are lumped single column 

models which operate outside of the spatial range for which the governing equations were 

derived. The underlying assumption is that the equations still capture the basic behavior of the 

system for which we can find effective parameters. This paper tries to uncover the strengths and 

weaknesses of the participating models and recommends areas in which future developments are 

needed. 

 

The main areas of investigation are: 
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1) On the annual mean, LSMs show a wide range of partitioning precipitation into 

evapotranspiration and runoff. Monthly inter-model differences in runoff production have the 

same order of magnitude as inter-model differences in soil moisture storage change. 

2) Comparing daily modeled and observed streamflow in many  small to medium sized 

basins (23 km2  to 10.000 km2 ) within a region gives us a good idea about the spatial 

distribution of runoff modeling skills of LSMs. In areas with significant snowfall, the main factor 

in runoff timing is snowmelt timing. Daily streamflow data are needed to evaluate the snowmelt 

timing of the models. 

3) For basins smaller than 10,000 km2 lumped routing was used for daily streamflow 

intercomparisons and validation. 

4) Results from the larger basins are consistent with the small basin results, but show 

significant signs of water resource regulation in the western basins. 

 

To keep the impact of model spin-up to a minimum we decided to analyze only the model 

output from October 1997 to September 1999, the last 2 out of 3 years of model results The 

results are not necessarily encouraging; they show that we cannot model streamflow in most 

basins within the US without more work in parameter estimation techniques, model structure and 

processes, and input data.  

 

2.  NLDAS SET-UP AND NLDAS MODELS 

The NLDAS configuration and models are described in detail in Mitchell et al. [2003], 

here only a short summary is given. NLDAS is an off-line data assimilation system in which four 

land surface models are driven by hourly atmospheric forcing data from the Eta Data 
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Assimilation System (EDAS, Rogers et al., 1997) and unified gage based precipitation analysis 

[Higgins et al., 2000] and satellite retrieval [Pinker et al., 1999] as described in Cosgrove et al. 

[2003, this issue] on a 1/8° latitude-longitude resolution over a domain that covers the 

continental US, part of Canada, and part of Mexico (125°W – 67°W, 25°N – 53°N).  The hourly 

input data include precipitation, air temperature, air specific humidity, air pressure at the surface, 

wind speed, incoming solar radiation, and incoming longwave radiation. Hourly output fields 

from the LSMs include surface state variables such as soil moisture, soil temperature, snow 

water equivalent and surface fluxes such as latent, sensible, and ground heat flux, and runoff 

[Mitchell, et al., 2003]. The following models were used in the NLDAS system. 

The Noah model is the model of the National Centers for Environmental Prediction 

(NCEP/EMC) also used as the lower boundary condition in many atmospheric models [Chen et 

al., 1996, Koren et al., 1999]. It participated in all major off-line land surface experiments 

conducted under the Project for Intercomparison of Land-surface Parameterization Schemes 

(PILPS) [Henderson-Sellers et al., 1993], the Global Soil Wetness Project (GSWP) [Dirmeyer et 

al., 1999], the Distributed Model Intercomparison Project (DMIP) [Smith, 2002], and the Rhone 

Aggregation Project [Boone et al., 2003]. It has also been used as a model in parameter 

estimation techniques. 

The Mosaic land surface model developed by Koster and Suarez [1996] is a surface-

vegetation-atmosphere transfer scheme (SVATS) that accounts for the sub-grid heterogeneity of 

vegetation and soil moisture with a “mosaic” approach.  It also participated in most of the off-

line intercomparison studies. 

The variable infiltration capacity (VIC) model [Liang et al., 1994; 2002; Cherkauer et al., 

1999, 2002] has been widely applied to large continental river basins, for example the Columbia 
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[Nijssen et al., 1997]; the Arkansas-Red [Lettenmaier et al., 1996], the Weser Lohmann et al., 

1998] River, the Elbe River [Lobmeyr, 1999] and the Upper Mississippi [Cherkauer and 

Lettenmaier, 1999], as well as at continental scales in Maurer et al. [2002] and global scales 

[Nijssen et al., 2001].  It has also participated in most other off-line projects within PILPS and 

GSWP. 

The Sacramento model (SAC) is run together with the SNOW-17 model, both part of the 

National Weather Service River Forecast System [Burnash et al., 1973; Anderson, 1973].  SAC 

is a conceptual rainfall-runoff model. It has a two-layer structure, and each layer consists of 

tension and free water storages.  The input data requirement of the SAC model is different from 

all the other models. The basic inputs needed to drive SAC are rain plus snowmelt from SNOW-

17 and potential evapotranspiration.  The outputs include estimated evapotranspiration and 

runoff.  For the NLDAS runs, the potential evaporation was obtained from the Noah model 

output.  

 

3. STREAMFLOW DATA AND FLOW DIRECTION MASK 

Daily streamflow data for the time period of the retrospective forcing for the entire 

NLDAS domain were obtained from the USGS website (http://waterdata.usgs.gov/nwis.sw) and 

the Army Corps of Engineers. We selected 1145 small basins for which data were available from 

10/01/1996 to 09/30/1999. Criteria for the selection were basin size (smaller than 10,000 km2), 

no visible signs for reservoir operation (following OHD/NWS/NOAA) and no missing data. The 

1145 basins represent 15041 grid points of the NLDAS domain, about 25% of the total land area 

of the reduced (cutoff at 50°N) NLDAS grid. Figure 1 shows the spatial distribution of mean 

annual measured runoff from these basins. The USGS and Army Corps streamflow data is stored 
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in cfs [cubic feet per second], for this paper we re-mapped these values to [mm/year] to get an 

idea about the spatial distribution of annual average runoff. The distribution follows closely the 

distribution of the mean annual precipitation as shown in Cosgrove et al. [2003, this issue] with 

maximum values in the southeast and the northwest sections of the USA.  

 

The river flow direction mask was provided for 12 River Forecast Centers (RFC) by the 

Office of Hydrologic Development of the National Weather Service [Reed, 2002, personal 

communication].  They used a modified method of Wang et al. [2000] to assign to each NLDAS 

grid point an integer value between 1 and 8 to characterize the eight main flow directions within 

each grid cell. This is sometimes referred to as a D8 model [Fairfield and Leymarie, 1991]. This 

map was merged into one NLDAS map and error corrected for loops and incorrect flow 

directions. Similar data sets have been used on various scales by above cited studies and by other 

authors [Vörösmarty et al., 1989,  Oki 1999]. Figure 2 shows the simulated river network for the 

Arkansas River. To show the reasonable agreement with the natural river network, we also 

plotted the river reach file RF1 data set from the Environmental Protection Agency (EPA). The 

complete simulated NLDAS river network is shown in Figure 3. We plotted the log10 of the 

upstream area in km2  for each grid cell within the 12 RFC’s.  

 

4. ROUTING MODEL 

The routing model used for this study is identical with the one used in previous PILPS 

experiments [Lohmann et al, 1998b; and Bowling et al, 2003]. It calculates the timing of the 

runoff reaching the outlet of a grid box, as well as the transport of the water through the river 

network. It can be coupled directly into a land surface scheme, thus adding a state variable 
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“surface water” to that LSM, or it can be used off-line (like in this study) from the LSM with no 

further feedback. It is assumed that water can leave a grid cell only in one of its eight 

neighboring grid cells, given by the river flow direction mask. Each grid cell can also function as 

the sink of runoff from its upstream area, like in the Great Basin (Utah, Nevada).  Both with-in 

grid cell and river routing time delays are represented using linear, time-invariant and causal 

models [Lohmann et al., 1998a] which are represented by non-negative impulse-response 

functions. 

 

The equation used for the transport within the river is the linearized St.Venant Equation. 
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where streamflow is the measured streamflow in [m3/s], τ∆ is the time interval of the 

measurements [1 day], areai  is the area of a grid cell in a basin in [km2], Ri is the modeled runoff 

of a grid cell in [mm/day], 86.4  is the factor to account for the different units. maxτ is the length 

of the impulse response function in units of τ∆ , which did not exceed 7 days for all basins. It 

reflects the maximum concentration time of runoff within the basins. Equation 2 was typically 

applied for a time period of 1 year to calculate the resulting impulse response function. 

 

Figure 4 shows the travel time distribution of surface water for the US. With the current 

parameters of the distributed routing model all runoff produced by the LSMs reaches the outlet 

of the river basins with maximal 50 days.  

 

 Model streamflow is compared to the measured streamflow with the relative runoff bias 
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where imod  is the modeled streamflow with mean mod  and imeas  is the measured 

streamflow with mean meas  for any given time period. The Nash-Sutcliffe coefficient is a 
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measure of the prediction skill of the modeled streamflow compared to mean daily observed 

streamflow. Efficiency below zero indicates that average daily measured streamflow would have 

been as good a predictor as the modeled streamflow. A perfect model prediction has the score 

equal to one. 

In most cases we found that using a simple lumped unit-hydrograph model for the small 

basin improved the resulting modeled streamflow as compared to distributed routing with default 

parameters. Of course, we could also optimize the distributed routing to archive the same result, 

but for the basin size we chose we cannot expect too much improvement as compared with 

lumped routing. The reason why the lumped routing is relatively successful is because 

precipitation, vegetation and soil types are spatially highly correlated in the small basins. 

Therefore runoff production is spatially highly correlated for the models within the NLDAS 

domain. 

 

5. RESULTS AND DISCUSSION 

We analyzed the water budget and streamflow on two different spatial scales, large and 

small river basins and three different time scales (daily, monthly, annual). While the small basins 

give us insight into spatially distributed processes for runoff production, the large major basins 

give us information about the large scale water balance. 

 

5.1 Large Scale Water Balance Intercomparison 

Figure 5 shows the spatial distribution of the mean annual evapotranspiration of the time 

period 10/1/1997 to 09/30/1999. Figure 6 shows the corresponding spatial distribution of mean 

annual runoff. The model results vary significantly in the eastern US, but show similarities in the 
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water limited drier western part. The similarity between the Mosaic model and Sacramento 

model is quite remarkable, given that the Sacramento model uses the potential evapotranspiration 

computed by the Noah model as a surrogate for the atmospheric forcing. To highlight these 

differences we divided the US into 4 quadrants (NW, NE, SW, SE). Figure 7 shows the mean 

annual sum of evapotranspiration and runoff for these four areas, with the diagonal line as the 

mean annual precipitation. Model symbols below the diagonal line indicate a positive storage 

change for the analysis time period. We can see that in the western part the total and relative 

differences of evapotranspiration and runoff are not as pronounced as in the eastern part, where 

they are quite dramatic in the eastern US. Mean annual runoff in the NE quadrant varies by a 

factor of 4 between the VIC model and the Sacramento model, and by a factor of 3 in the SE 

between the VIC model and the Mosaic and the Sacramento model, with the Noah model falling 

in between. Figure 8 analyzes this water balance for the 1145 small basins from Figure 1 and 

excludes all other grid cells. The vertical lines indicate the mean annual measured runoff values. 

For the NE, SE, and SW the Noah is closest to the mean annual observed streamflow, with the 

Mosaic and the Sacramento model producing less runoff than observed and the VIC model 

producing more. However, all models do not produce enough runoff in the NW quadrant. We 

think a significant low bias in NLDAS is mainly due to the precipitation forcing in this 

mountainous area (see companion papers by Sheffield et al. [2003] and Pan et al. [2003], this 

issue).  

Two parallel VIC modeling efforts were carried out as part of the NLDAS project.  

Maurer et al [2002] performed a 50-year retrospective LSM run over the NLDAS domain, at a 

1/8th degree spatial and 3-hourly temporal resolution.  Wood and colleagues at Princeton 

University performed the VIC real-time NLDAS runs, which are analyzed in this and companion 
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NLDAS papers.  The real-time VIC NLDAS runs use essentially the same parameters as Maurer 

et al. [2002].  One significant difference in the Maurer et al and real-time VIC runs is that the 50-

year runs were performed at 3-hour time step, and used an equal partitioning of the daily gridded 

station data into 3-hour time intervals within the day.  Maurer et al. [2002, Figure 2] analyzed the 

impact of the equal distribution of daily precipitation within 3-hour time steps as opposed to a 

more realistic disaggregation scheme based on observed hourly precipitation.  The Maurer et al 

results show that the differences, for the subregion (Lower Mississippi basin) analyzed, were 

modest.  Nonetheless, comparisons between the retrospective and real-time VIC runs show that 

the impact of the temporal disaggregation, and the impact of another difference in the runs, 

namely spatial disaggregation of precipitation, which was implemented in the real-time runs, but 

not by Maurer et al, can have a much larger effect than the lower Mississippi results suggest.  

This apparently has to do with a)  the difference between 3-hourly time steps, used by Maurer et 

al, and hourly time steps in the real-time runs; and b)  interactive effects of temporal and spatial 

disaggregation of precipitation.  The differences (shown for a transect across the eastern and 

central U.S. at www.hydro.washington.edu/Lettenmaier/Models/VIC/VIChome.html) are most 

evident in portions of the country with a high fraction of convective precipitation and full canopy 

cover.  A more detailed examination of the differences, and development of parameter 

transformations to account for the temporal disaggregation issues, will be the subject of a future 

paper. Robock et al. [2003] looked into model differences in the SGP ARM region. They showed 

that the Mosaic model had too much evapotranspiration over vegetated areas, while the VIC and 

the Noah model had too little. 

Figure 9 shows the monthly water budget for the first year of the same analysis period for 

each of the models in the four quadrants. The black line is the precipitation and the deviation of 
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the red triangles from the solid black line indicates snow processes as follows: A red triangle is 

as much above (below) the solid black line as snow melts (accumulates). The main differences 

between the model results are: For the SE area the Mosaic model has the largest soil water 

storage changes within its annual cycle, associated with a higher evapotranspiration rate in July 

and August than any other model, about 20% of its total evapotranspiration. All models vary also 

by the way they produce runoff as surface and sub-surface runoff, with VIC producing the most 

sub-surface runoff and the Sacramento model the least. In the NE the models show very similar 

as in the SE, the major difference is that snow processes become more important. The 

Sacramento model shows the largest snow accumulation and melt, the Noah model has almost no 

snow accumulation and melt. This is also the case in the NW region. In both western areas 

summer evapotranspiration is largely influenced by the storage change. The Mosaic and the VIC 

model have the largest storage changes, while the Sacramento model has the smallest ones. 

Another noticeable difference is the different runoff production mechanism of the models. The 

VIC model produces most of its runoff as sub-surface runoff, Noah and Mosaic produce slightly 

more surface runoff and the Sacramento model produce most of its runoff as surface runoff. 

 

5.2 Small Scale Runoff Validation 

Figure 10 shows the observed (black curve) and modeled streamflow for the Nehalem 

River near Foss in Oregon (USGS code 14301000) for all four NLDAS models. In this basin all 

models have relatively low biases (less than 5%) and high correlation (R) values. Noticeable 

differences between modeled and observed data are the high baseflow of VIC during the 

summer. All modeled streamflow curves are similar. There are about 20 basins within the 

NLDAS area for which all four models perform similarly well. Figure 11 shows the derived 
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lumped unit-hydrograph (from equation 2) for the 4 models which minimizes the least square 

difference between modeled and measured data for each simulation. It was calculated using the 

iterative de-convolution technique explained in detail in Lohmann et al. [1998a,b] with modeled 

runoff instead of effective precipitation (see Equation 2). This unit-hydrograph represents the 

best linear lumped routing procedure for this catchment for each model and takes into 

consideration the different runoff production mechanisms of the four models. It is a measure of 

the distribution of the residence time of surface water in the catchment after it has been produced 

as runoff from the LSM. The different hydrographs for each model can be explained as follows: 

the Sacramento model and the VIC model produce more fast runoff then other two models. To 

match the measured flow they therefore need to keep this runoff longer in a horizontal routing 

model. This interplay between runoff production and horizontal transport is often neglected. We 

used this optimization procedure for all 1145 basins. While for most basins the resulting model 

predictions improve as compared to a distributed model with default parameters, the iterative de-

convolution scheme failed whenever there was no parsimonious unit-hydrograph to transform 

modeled runoff into streamflow. This mainly occurred in areas with significant snowfall or low 

runoff ratios. In these cases the distributed runoff routing model was used to calculate the error 

statistics. 

 

Figure 12 shows the observed (black curve) and modeled streamflow for the Wind River 

near Crowheart, Wyoming (USGS code 06225500). The streamflow measurement station is 

1718 m above sea level and the runoff timing is highly influenced by snow melt. The modeled 

hydrographs contain interesting information about the snowmelt timing of the four models. The 

Noah model starts melting snow in early March and has no more snow to melt in the basin at the 
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end of June. The other models start melting the snow significantly later. SAC and Mosaic start 

melting their snow late April and early May for both years, but Mosaic melting period lasts until 

the end of August, while SAC has a shorter melt period until the end of June. The VIC model has 

different snow melt timing than the other models. It does not start melting until mid-May and has 

its peak in snowmelt induced runoff production in July, about three weeks later than the observed 

streamflow. Its snowmelt period lasts about as long as Mosaic’s. The data emphasize the point 

that for basins of this size daily streamflow data are important to understand inter-model 

differences as well as check the LSMs parameterizations of snowmelt with measured streamflow 

data. It is also important to note that Pinker et al. [2003] found a substantial high bias in NLDAS 

solar insolation over areas with winter snow cover. The low NLDAS precipitation bias over the 

Northwest combined with the high solar insolation bias suggests that the Noah model would 

improve its snow melt timing with revised forcing data and that also the Mosaic and the VIC 

model would melt the snow even later in the season. 

 

For annual time scales, one can assume the storage change in the water balance equation 

to be close to zero, and therefore precipitation equals the sum of runoff and evapotranspiration 

for long time scales, although Cosgrove [2003] showed that one year of spin-up might not be 

long enough for some parts of the NLDAS domain. From Figures 7 and 8 we can see that storage 

change (deviation from the diagonal line) is an order of magnitude smaller than precipitation 

itself. Figure 13 shows the relative bias of the mean annual runoff of all four NLDAS models for 

the time period from 10/01/1997 to 09/30/1999. All models under-predict the mean annual runoff 

in the northern Rocky Mountains in most basins by 20% to around 80%. The main reason for this 

can be found in the companion papers by Sheffield et al. [2003] and Pan et al. [2003]. They show 
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that for 110 screened SNOTEL stations within the NLDAS area the NLDAS precipitation 

forcing is more than 50% too low compared to station measurements. They showed that by 

increasing the amount of precipitation by a constant factor of 2.1693 (from regression analysis) 

most of the errors in the snow water equivalent can be reduced significantly, However, other 

potential forcing errors (e.g. solar radiation or air temperature) also would need to be addressed. 

 

The VIC model overestimates runoff by more than 60% in the southeast and midwest. 

The corresponding evapotranspiration Figure 5 shows that the VIC model produces less 

evapotranspiration than all the other models. The largest relative runoff biases are in the 

southeast and the midwest region. The Noah model has a similar spatial structure of relative 

biases; however the biases tend to be smaller and of either sign. For large areas in the east, for 

example, the Noah model also under-predicts streamflow. The Mosaic and the SAC model have 

very similar patterns of relative runoff biases. Both consistently under-predict runoff throughout 

the NLDAS area. The only exceptions are basins in North-Texas, New-Mexico, and Oklahoma 

where all models show too much runoff. The reasons for this have not been investigated for this 

paper, but it should be noted that about 50% of the US is cultivated farmland, with almost 5% of 

the total area receiving irrigation of more than 500 mm/year water on average. These effects are 

not included in the current NLDAS set-up. 

 

To gain more insight into seasonal differences between the models, we computed the cold 

(Figure 14) and the warm season (Figure 15) runoff biases of the models. The Noah model 

slightly over-predicts runoff in most basins in the east to the mid-west in the cold season, but 

under-predicts runoff in the east and over-predicts runoff in the mid-west in the warm season. 
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The VIC model shows a similar spatial pattern, just with more runoff, and therefore a 

consistently larger positive bias. The Mosaic and the Sacramento model have very similar bias 

distributions in the cold season, but different patterns in the warm season. While the Mosaic 

model under-predicts runoff more in the Atlantic region, the Sacramento model under-predicts 

runoff more in the northern and upper mid-west. 

 

Figure 16 shows the Nash-Sutcliffe efficiency for daily modeled streamflow for all basins 

for the same time period. All models share the same spatial structure of efficiency in the eastern 

US, with the SAC and the Noah model being slightly better than the other two models for most 

basins. The Mosaic model has the highest efficiency scores in the northern midwest, while the 

VIC model has the highest values of all the models in the Rocky Mountains and the northern part 

of the east. The relationship between mean annual snowfall and the correlation between modeled 

and observed streamflow is shown in Figure 17. All models show their lowest correlation in 

basins with high snowfall, but noticeably the Noah needs to improve its snowmelt timing. This 

indicates that more efforts are needed to produce reliable forcing data for these areas, as well as 

the need for intensified research for large scale snow models. 

 

Figure 18 shows the temporal location of the maximum of the cross-correlation function 

between measured and observed streamflow data. Negative numbers indicate the number of days 

that the modeled streamflow peaked before the observed streamflow. Positive numbers show the 

number of days that the model lagged behind the observation. Basically over most of the country 

the models reproduce the streamflow peaks within plus or minus 3 days. This is also due to the 

fact that we optimized the routing model for large parts of the country. However, for the Rocky 
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mountains and the northeast, the cross-correlation function clearly indicates model trends for 

snow covered areas. The Noah model has many of its peak streamflows more than 2 months 

prior to the event. Mosaic and the Sacramento model have errors of about one month for many 

basins, while the VIC model seems to model runoff timing (and therefore snowmelt timing) very 

well, though sometimes it predicts snowmelt too late, as was also seen in Figure 12. These 

results are consistent with the companion NLDAS papers by Sheffield et al. [2003] and Pan et al 

[2003, this issue] and also with results from the PILPS 2(e) and Rhone Experiment (only VIC 

and Noah model participated from the four models). 

 

Figure 19 was inspired by the work of Oki et al. [1999]. They showed that for the Global 

Soil Wetness Project (GSWP) there was a high correlation between runoff biases and the 

precipitation station density. Note that the station density in the NLDAS project is about an order 

of magnitude larger than in the GSWP project. We used the average station density for July 1997 

to compute the station density. Each grid cell which had more than 30% of its area within one 

basin was counted as a station within that basin. The resulting pattern in the NLDAS project is 

not as prominent here compared to the GSWP pattern. It is possible that the biases are better 

explained by model physics (specifically snow, evapotranspiration and runoff parameterization) 

and precipitation amounts in mountain and snow covered areas then by the density of the 

precipitation network itself. The red dots in the figure are the basins with more than 100 

mm/year snowfall. For all models the majority of the red dots show a clear negative bias in 

modeled runoff. For the basins with little annual snowfall (black dots), the Noah model has the 

least bias. 
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5.3 Large Scale Runoff Validation 

The results for the major US rivers are consistent with the analysis for the 1145 small 

basins. Figure 20 shows the location of the 9 large basins and their gauging stations. The 

corresponding mean monthly streamflow is shown in Figure 21. These large basins can be seen 

as integrators of all the headwater systems upstream. However, it is unclear whether our 

modeling efforts need to include groundwater systems which are larger than the current grid box 

in the NLDAS setup. None of the models include such a horizontal water transport. 

 

The largest differences between the modeled and the measured runoff are visible in the 

strongly regulated basins in the west. The Columbia and the Colorado River show a smaller 

seasonal signal than the modeled runoff. Previous modeling studies therefore used naturalized 

streamflow data [e.g. Maurer et al., 2002, and Lohmann et al. 1998], which are reconstructed 

time series were the influence of damns and reservoirs are removed. The main feature of the 

modeled streamflow in the Columbia and Colorado River is the difference in runoff timing 

between the models. Earlier results from the small scale basins are confirmed that show that the 

Noah model has a much earlier runoff production in the snow-melt season. For all other basins 

all models capture the seasonality of runoff reasonably well, with large differences in the low 

flows in the summer. Again, the same pattern as with the small basins can be observed. The VIC 

model produces too much runoff in the almost all basins, however, the Ohio River basin is 

modeled fairly well. In these large basins the integrative effect of the large areas seems to benefit 

the Noah model results, which showed a spatially varying slight under- and over-prediction in 

the east, and therefore reflects the water balance of most major basins the best of all models. The 

Mosaic and the Sacramento model consistently under-predict streamflow in the eastern region.  
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6. CONCLUSIONS 

We presented results from a streamflow validation and water balance intercomparison for 

four NLDAS models used over the continental US. The results point to areas where more 

research, data collection and parameter estimation needs to be done. Also, some of the results are 

open for interpretation. Can we accept that the current default parameters in our models seem to 

introduce relative runoff biases on the order of 20 to 50%? Is it more important to get better 

precipitation and solar radiation estimates before we try to improve large scale snow models? 

Are there better ad-hoc parameter estimation routines?  

The major results of this study are: all models failed to produce correct amounts of runoff 

in all basins, but some models did significantly better than other models in various parts of the 

country. Although VIC produced too much runoff in most parts of the NLDAS domain, it has the 

best snowmelt timing. This is consistent with results from the Rhone experiment [Boone et al., 

2003]. It therefore seems to be advisable that other models adopt VIC’s approach and introduce 

VIC’s probably most distinguishing feature, elevation bands into their models. Of all models the 

Noah model is closest to the observed streamflow amount for most basins, but could improve its 

snow modeling, which seems to be the major shortcoming at this time. Given the experience and 

the success in recent modeling of large scale basins [Maurer et al., 2002] of the VIC model in 

modeling large scale basins, some of its results seem surprising. This will be addressed in a 

future publication. The Sacramento model is the most advanced and flexible model when it 

comes to the parameterization of runoff production processes, but it lacks the energy part of land 

surface modeling. It is unclear at this time whether a different parameter choice would have 

improved the model results. It is our suspicion that the different climatology introduced by 



 23

different forcing data could largely responsible to the under-prediction of streamflow. There are 

not too many calibration or parameter estimation studies with the Mosaic model and therefore it 

is not clear where the consistent under-prediction of streamflow comes from. 

The model performance raises question of how we continue to develop models. It should 

be helpful if every model continues to test its simulation of runoff production and snowmelt in a 

variety of climate regimes. Running it through the PILPS 2(c) experiment [Woods et al., 1998], 

the PILPS 2(d) experiment at Valdai, Russia [Schlosser et al., 1997, 2000; Slater et al., 2001; 

Luo et al., 2003] and the PILPS 2(e) experiment [Bowling et al., 2003, Nijssen et al., 2003] could 

be a valuable first step. 

 Overall, the spread of the model results indicates that more work needs to be 

done. We need better forcing data in the mountains and over snow cover, mainly precipitation 

and solar radiation. In the current realtime NLDAS setting [Mitchell, 2000], unlike the 

retrospective runs here, we use the PRISM climatology to interpolate precipitation spatially, 

which might help with the low bias in the west. Parsimonious parameter estimation routines need 

to be implemented over large spatial areas. We should be able to reduce the spread amongst the 

models significantly and move closer to the observations.  We should note that the VIC and the 

Sacramento model were developed and tested mainly with off-line data sets within medium to 

large river basins, and in the case of VIC also in the PILPS project. The Noah and Mosaic model 

have an early legacy of coupling to atmospheric models and only in the last couple of years have 

included more realistic descriptions of runoff production processes. It therefore remains to be 

seen whether large parts of the uncertainty in the modeling of streamflow comes from a lack in 

parameter estimation techniques or from incorrect parameterizations. 
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8. Figure Captions 

Figure 1. Annual mean observed runoff in [mm/year] for 1145 small basins in the NLDAS 

domain for the time period 10/01/1997 to 09/30/1999. Data were provided by the USGS through 

their web-site http://www.usgs.gov. 

 

Figure 2. Example of the NLDAS 1/8 degree simulated river flow direction. The red lines 

indicate the location of the real rivers from the EPA river reach file RF1. The blue triangles are 

the basin outlets (Arkansas, Missouri, upper Mississippi River). 

 

Figure 3. Logarithm to the base 10 (log10) of the upstream area in [km2 ] for all grid cells. 

 

Figure 4. Distribution of travel times within the NLDAS domain for all grid cells to the outlet of 

each basin for the default parameters of the routing model. 

 

Figure 5: Mean annual evapotranspiration [mm/year] for the NLDAS domain for the time period 

October 1997 to September 1999. 

 

Figure 6: Mean annual runoff [mm/year] for the NLDAS domain for the time period October 

1997 to September 1999. 
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Figure 7: Partitioning of precipitation of the four NLDAS models (N-Noah, V-VIC, M-Mosaic, 

S-Sacramento) in four different quadrants for October 1997 to September 1999 into runoff (x-

axis) and evapotranspiration (y-axis). The diagonal line is the mean of the precipitation in each 

area. Models whose symbol falls below the line have a positive storage change for the time 

period. 

 

Figure 8: Partitioning of precipitation of the four NLDAS models (N-Noah, V-Vic, M-Mosaic, 

S-Sacramento) in all basins which fall into the four different quadrants for October 1997 to 

September 1999. The partitioning of precipitation is quite similar to Figure 7. Each vertical line 

is the averaged measured runoff from the 1145 small basins within the NLDAS area. The runoff 

in some areas varies by a factor of eight (Vic and Sacramento in the northeast). All models 

under-predict runoff in the northwest. 

 

Figure 9: Monthly water balance of the NLDAS models in the four quadrants of Figs. 3 and 4 for 

the time period October 1997 to September 1998. Orange = upper soil storage change, red = 

lower soil storage change, light blue = surface runoff, dark blue = sub-surface runoff, green 

evapotranspiration, black solid line = precipitation, black doted line = liquid precipitation, red 

triangles = storage change + evapotranspiration + runoff. The deviation of the red triangles from 

the solid black line indicates snow processes. A red triangle is as much above (below) the solid 

black line as snow melts (accumulates). 

 

Figure 10. Observed (black curve) and modeled streamflow for the Nehalem River near Foss in 

Oregon. 
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Figure 11. Derived Unit-Hydrograph for the 4 NLDAS models for the Nehalem River near Foss 

in Oregon. .  

 

Figure 12. Observed (black curve) and modeled streamflow for the Wind River near Crowheart, 

Wyoming. The station is 1718 m above sea level, and shows the impact of snow melt on runoff. 

 

Figure 13. Relative runoff bias for the 4 NLDAS models for the time period 10/01/1997 to 

09/30/1999. Notice that all models show less runoff than observed in the western snow covered 

areas. 

 

Figure 14: Cold season relative bias (October – March) in runoff for the time period 10/01/1997 

to 09/30/1999. 

 

Figure 15: Warm season (April – September) relative runoff bias for the time period 10/01/1997 

to 09/30/1999. 

 

Figure 16. Nash-Sutcliffe Efficiency for the NLDAS domain for the time period 10/01/1997 to 

09/30/1999 for daily mean modeled and measured data. 

  

Figure 17. Relationship of mean annual snowfall in [mm/year] and the correlation of simulated 

and observed runoff. Each of the dots represents one of the 1145 basins. 
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Figure 18. Time to peak delay [days] of streamflow for 1145 basins calculated as the maximum 

of the cross-correlation function of modeled and observed streamflow. Negative numbers 

indicate streamflow peaks earlier than observed peaks. In snow covered areas Noah, Mosaic, and 

the Sacramento model show consistently  too early  snowmelt and therefore produce streamflow 

too early (See Ming et al., 2002). 

 

Figure 19. Density of the observing rain-gauges as a function of the annual runoff bias for the 

time period 10/01/1997 to 09/30/1999. Basins with more than 100 mm/year snow are shown as 

red dots. This analysis has been done the first time for the GSWP experiment (Oki et al, 1999) 

and showed that the absolute runoff bias was a function of the gauging station density. That 

relationship is also observed here, but to a much lesser degree. 
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Figure 1. Annual mean observed runoff in [mm/year] for 1145 small basins in the NLDAS 

domain for the time period 10/01/1997 to 09/30/1999. Data were provided by the USGS through 

their web-site http://www.usgs.gov. 
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Figure 2. Example of the NLDAS 1/8 degree simulated river flow direction. The red lines 

indicate the location of the real rivers from the EPA river reach file RF1. The blue triangles are 

the basin outlets (Arkansas, Missouri, upper Mississippi River). 
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Figure 3. Logarithm to the base 10 (log10) of the upstream area in [km2 ] for all grid cells. 
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Figure 4. Distribution of travel times within the NLDAS domain for all grid cells to the outlet of 

each basin for the default parameters of the routing model. 
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Figure 5: Mean annual evapotranspiration [mm/year] for the NLDAS domain for the time period 

October 1997 to September 1999. 
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Figure 6: Mean annual runoff [mm/year] for the NLDAS domain for the time period October 

1997 to September 1999. 
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Figure 7: Partitioning of precipitation of the four NLDAS models (N-Noah, V-VIC, M-Mosaic, 

S-Sacramento) in four different quadrants for October 1997 to September 1999 into runoff (x-

axis) and evapotranspiration (y-axis). The diagonal line is the mean of the precipitation in each 

area. Models whose symbol falls below the line have a positive storage change for the time 

period. 



 44

 

Figure 8: Partitioning of precipitation of the four NLDAS models (N-Noah, V-Vic, M-Mosaic, 

S-Sacramento) in all basins which fall into the four different quadrants for October 1997 to 

September 1999. The partitioning of precipitation is quite similar to Figure 7. Each vertical line 

is the averaged measured runoff from the 1145 small basins within the NLDAS area. The runoff 

in some areas varies by a factor of eight (Vic and Sacramento in the northeast). All models 

under-predict runoff in the northwest. 
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Figure 9: Monthly water balance of the NLDAS models in the four quadrants of Figs. 3 and 4 for 

the time period October 1997 to September 1998. Orange = upper soil storage change, red = 

lower soil storage change, light blue = surface runoff, dark blue = sub-surface runoff, green 

evapotranspiration, black solid line = precipitation, black doted line = liquid precipitation, red 

triangles = storage change + evapotranspiration + runoff. The deviation of the red triangles from 

the solid black line indicates snow processes. A red triangle is as much above (below) the solid 

black line as snow melts (accumulates). 
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Figure 10. Observed (black curve) and modeled streamflow for the Nehalem River near Foss in 

Oregon. 
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Figure 11. Derived Unit-Hydrograph for the 4 NLDAS models for the Nehalem River near Foss 

in Oregon. .  
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Figure 12. Observed (black curve) and modeled streamflow for the Wind River near Crowheart, 

Wyoming. The station is 1718 m above sea level, and shows the impact of snow melt on runoff. 
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Figure 13. Relative runoff bias for the 4 NLDAS models for the time period 10/01/1997 to 

09/30/1999. Notice that all models show less runoff than observed in the western snow covered 

areas. 
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Figure 14: Cold season relative bias (October – March) in runoff for the time period 10/01/1997 

to 09/30/1999. 
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Figure 15: Warm season (April – September) relative runoff bias for the time period 10/01/1997 

to 09/30/1999. 
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Figure 16. Nash-Sutcliffe Efficiency for the NLDAS domain for the time period 10/01/1997 to 

09/30/1999 for daily mean modeled and measured data. 
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Figure 17. Relationship of mean annual snowfall in [mm/year] and the correlation of simulated 

and observed runoff. Each of the dots represents one of the 1145 basins. 
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Figure 18. Time to peak delay [days] of streamflow for 1145 basins calculated as the maximum 

of the cross-correlation function of modeled and observed streamflow. Negative numbers 

indicate streamflow peaks earlier than observed peaks. In snow covered areas Noah, Mosaic, and 

the Sacramento model show consistently  too early  snowmelt and therefore produce streamflow 

too early (See Ming et al., 2002). 
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Figure 19. Density of the observing rain-gauges as a function of the annual runoff bias for the 

time period 10/01/1997 to 09/30/1999. Basins with more than 100 mm/year snow are shown as 

red dots. This analysis has been done the first time for the GSWP experiment (Oki et al, 1999) 

and showed that the absolute runoff bias was a function of the gauging station density. That 

relationship is also observed here, but to a much lesser degree. 
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Figure 20. Location of the nine major basins and USGS gauging stations used for this 

intercomparison  and validation study within the US. 
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Figure 21. Monthly mean streamflow for the nine major basins from Figure 20 for the time 

period 10/1997 to 09/1999.  
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