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C limate and weather forecasting models require
the energy, water, and momentum fluxes across
the land–atmosphere interface to be specified.

Various land surface parameterizations (LSPs), rang-
ing from the simple bucket-type LSP in the 1960s to
the current soil–vegetation–atmosphere interactive
LSP, have been developed in the past four decades to
calculate these fluxes. The Project for Intercompari-
son of Land Surface Parameterization Schemes
(PILPS) has demonstrated that, even with the same

atmospheric forcing data and similar land surface pa-
rameters, different LSPs still give significantly differ-
ent surface fluxes and soil wetness, partly because of
the differences in the formulations of individual pro-
cesses and coding architectures in participant mod-
els (Henderson-Sellers et al. 1995). On the other hand,
most LSPs share many common components, sug-
gesting the need to develop a publicly available com-
mon land model with a modular structure that could
facilitate the exploration of new issues, less repetition
of past efforts, and sharing of improvements and re-
finements contributed by different groups.

The Common Land Model (CLM) effort dates back
to the mid-1990s and has evolved through various work-
shops and e-mail correspondence. The initial motiva-
tion was to provide a framework for a truly commu-
nity-developed land component of the National
Center for Atmospheric Research (NCAR) Commu-
nity Climate System Model (CCSM). Interest in ap-
plying CLM came from the Goddard Space Flight
Center (GSFC) Data Assimilation Office (DAO),
which was implementing the Mosaic model (Koster and
Suarez 1992), and the Center for Ocean–Land–Atmo-
sphere Studies (COLA) scientists, who were revising
their Simplified Simple Biosphere Model (SSiB) (Xue
et al. 1991). We also established ties to groups per-
forming carbon cycle and ecological modeling.

In developing CLM, we attempted to combine the
best features of three existing successful and relatively
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well documented and modular land models; the Land
Surface Model (LSM) of Bonan (1996), the Bio-
sphere–Atmosphere Transfer Scheme (BATS) of
Dickinson et al. (1993), and the 1994 version of the
Chinese Academy of Sciences Institute of Atmo-
spheric Physics LSM (IAP94) (Dai and Zeng 1997).
However, CLM is designed in such a way that model
components from other LSPs can be incorporated
into it very easily. Since the initial CLM code was com-
pleted in late 1998, the FORTRAN90 program has
gone through four iterations of improvements. Since
then CLM has also gone through four rigorous beta
tests. We have used very comprehensive observational
data: a variety of multiyear point observational data
over different regions of the world, regional data over
the U.S. Red–Arkansas River basin, and the Global
Soil Wetness Project (GSWP) (Dirmeyer et al. 1999)
data. These data include all data in PILPS. CLM has
also been tested in the multiagency Land Data Assimi-
lation System (LDAS). Results from these extensive
tests will be published elsewhere by CLM participants.
In addition, CLM has been coupled with the NCAR
Community Climate Model (CCM3) (Zeng et al.
2002). The results of this coupled run have shown that
CLM simulates surface air temperature, the annual
cycle of runoff, and snow mass significantly better
than the LSM.

The overall structure of CLM includes three ele-
ments: 1) the core single-column soil–snow–vegeta-
tion biophysical code, 2) the land boundary data, and
3) the scaling procedures within a climate model re-
quired to interface atmospheric model grid-square
inputs to land single-column processes. The interface
routines that isolate the land model from the needed
data structures are also important. Such separation
of functionality allows the best science to be used for
each of these elements, and, in particular, ensures
that the core model can be tested with single-point
field data, that the latest satellite remote sensing and
global field survey datasets can be incorporated, and
that the latest scaling procedures can be adopted.
This paper primarily documents the single-column
model treatment and some of the offline testing re-
sults. Two initial versions of land boundary data have
been documented in Zeng et al. (2002) and Bonan
et al. (2002).

CLM has added complexity in order to satisfy a
wide variety of applications. For example, the multi-
layer soil and snow structure provides accurate simu-
lations over a wide variety of timescales and hence is
useful for such disparate applications as model data
assimilation of surface properties, and determining
soil temperatures beneath snow for matching mea-

surements of soil respiration. Managing such com-
plexity is not easy. However, we anticipate that good
documentation and the open scrutiny of many scien-
tists will eliminate any serious errors. Simplified ver-
sions for specific applications would not be difficult
to develop. However, further improvements in the
parameterization of runoff, and better integration into
models of vegetation dynamics and soil biogeochemis-
try, are likely to further increase the code complexity.

In this article, we will first describe in brief the
model initialization needs and physical parameteriza-
tions and then report some encouraging offline model
testing results using two observational datasets.

INPUT DATA REQUIREMENTS. With the tre-
mendous advances made recently in observational
technology and environmental databases, there are
many land surface characteristics datasets available for
land surface modeling. CLM is designed to handle a
variety of data sources. To take advantages of differ-
ent datasets in CLM, preprocessing of data is necessary.
This includes land surface type, soil and vegetation pa-
rameters, model initialization, and atmospheric
boundary conditions.

Land surface characteristics. Three indexes are used to
define land surface characteristics: land cover type,
soil texture, and soil color. In general, any classifica-
tion of land cover, soil texture, and soil color could
be implemented within CLM. As defaults, the land
cover types are based on the International Geosphere–
Biosphere Programme (IGBP) classification system,
soil color is the same as in BATS, and soil texture is
the same as in LSM (by percentages of sand and clay).

Vegetation and soil properties. CLM contains both time-
invariant and time-varying vegetation parameters.
The former consists of morphological parameters
(canopy roughness, zero-plane displacement, leaf di-
mension, and rooting depths), optical properties (al-
bedos of thick canopy), and physiological properties
that are mainly related to the functioning of the pho-
tosynthesis–conductance model. The latter includes
green leaf area index (LAI) and stem area index, in-
cluding dead leaf or litter (SAI).

The soil thermal and hydraulic parameters—
specific heat capacity of dry soil, thermal conductiv-
ity of dry soil, porosity, saturated negative potential,
saturated hydraulic conductivity, and the exponent B
defined in Clapp and Hornberger (1978)—are derived
from depth-varying percentages of sand and clay, as
in LSM. The estimation of soil parameters is critically
important in land surface modeling (Duan et al.
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2001). Even though the current setup of CLM deter-
mines soil parameters a priori based on LSM experi-
ence, users of CLM can assign different values based
on their own experience. Recent studies indicated that
the use of multicriteria optimization procedures to
adjust model parameters could lead to more realistic
simulation of surface energy fluxes (Gupta et al. 1999;
Bastidas et al. 2003).

Model initialization. The model state variables that re-
quire initialization include canopy temperature,
canopy interception water storage, temperature at the
nodes of soil and snow layers, mass of water within
the layer of soil and snow, mass of ice within the layer
of soil and snow, and snow layer thickness. Ideally
CLM is initialized using observed initial land states.
The multiagency LDAS project has worked toward
improving initial land state variables by driving LSPs
with observed meteorological forcing data, and the
model state variables can be used to run a weather/
climate model for subsequent time periods. In the cur-
rent CLM setup, atmospheric forcing data over an an-
nual cycle are used to spin up the model to an equi-
librium state, and variables at the equilibrium state are
then taken as the initial values for a model simulation.
For offline simulations, atmospheric forcing data in-
cludes wind speed, air temperature, and specific hu-
midity of the atmosphere at some height or heights;
precipitation rate; visible (beam and diffuse) and near-
infrared (beam and diffuse) incident solar radiation;
incident atmospheric longwave radiation; and surface
pressure.

PHYSICAL AND NUMERICAL DESCRIP-
TIONS. This section briefly describes the parameter-
ization of physical and biophysical processes in a ver-
tical column and numerical schemes for solving the
governing equations in CLM. With its modular struc-
ture, the treatment of individual processes in the CLM
code can be easily revised or replaced by users. A
simple representation of horizontal vegetation hetero-
geneity is also presented; this also can be easily re-
placed by users.

Horizontal and vertical representations. Every surface
grid cell can be subdivided into any number of tiles,
and each tile contains a single land cover type. This
follows the general mosaic concept of Avissar (1992)
and Koster and Suarez (1992). Energy and water bal-
ance calculations are performed over each tile at ev-
ery time step, and each tile maintains its own prog-
nostic variables. The tiles in a grid square respond to
the mean conditions in the overlying atmospheric grid

box, and this grid box, in turn, responds to the areally
weighted fluxes of heat and moisture from the tiles.
The tiles within a grid square do not interact with each
other directly.

CLM has one vegetation layer, and multiple un-
evenly spaced vertical soil layers and snow layers,
optimized to reproduce higher-resolution calculation
of diurnal and seasonal temperature variations in all
layers. The indexing for snow layers permits the ac-
cumulation or ablation of snow at the top of the snow
cover without renumbering the layers, and the num-
ber of snow layers could be changed with the total
snow depth.

Time-integration scheme. Time integration proceeds by
a split-hybrid scheme, where the solution procedure
is split into “energy balance” and “water balance”
phases in a very modularized structure. Energy and
water are conserved at each time step.

Surface albedo. The canopy albedo treatment has been
developed to capture the essential features of a two-
stream radiative transfer model while forgoing the
complexity of the full treatment. It combines soil and
canopy albedos by simple rules that reduce toward
correct asymptotic limits for thick and thin canopies
and provide reasonable results for intermediate val-
ues of leaf area index. Yang et al. (1999a) assessed the
simulations using this method within BATS and
found that the resulting ground heat fluxes are com-
parable to those from IAP94, which uses a two-stream
radiative transfer model. The current treatment of soil
and snow in CLM is directly adopted from BATS. Soil
albedos are a function of soil color and moisture in
the surface soil layer. Snow albedos are inferred from
the calculations of Warren and Wiscombe (1980) and
the snow model and data of Anderson (1976), and
they are a function of snow age, grain size, solar ze-
nith angle, pollution, and the amount of fresh snow.
Over a snow-covered tile, the surface albedo is esti-
mated by a linear combination of albedos for snow
and canopy plus soil.

Turbulent fluxes. The turbulent eddy fluxes are propor-
tional to quantity differences multiplied by a conduc-
tance. The conductances (or inverse resistances) are
considered over pathways between the canopy and the
atmospheric height, within the canopy, and between
the canopy and ground. The vector momentum
fluxes, the sensible heat flux, and the water vapor flux
between the atmosphere at reference height and the
canopy top (or bare ground) are derived from the
Monin–Obukhov similarity theory, which is solved by
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an iterative numerical method (Zeng et al. 1998). The
leaf laminar boundary layer resistance for heat and va-
por within the canopy, and the aerodynamic resis-
tance below the canopy, are directly adopted from
BATS.

Surface evapotranspiration consists of evaporation
from wetted stems and leaves Ew, transpiration
through the plant Etr, and initial evaporation from the
ground (i.e., bare soil or snow surfaces) Eg. The equa-
tions for Ew and Etr are similar to those used in BATS,
while Philip’s (1957) formulation is used for the com-
putation of Eg. The stomatal resistance in the formu-
lation of Etr is directly adopted from LSM.

Photosynthesis and stomatal resistance. The leaf assimi-
lation (or gross photosynthetic) rate is described as
approaching the minimum of three limiting rates: the
assimilation rate as limited by the efficiency of the
photosynthetic enzyme system (Rubisco limited), the
amount of photosynthetically active radiation (PAR)
captured by the leaf chlorophyll, and the capacity of
the leaf to export or utilize the products of photosyn-
thesis. The leaf photosynthesis and conductance are
linked by the semiempirical equation of Ball (see
Sellers et al. 1996). In this equation, the partial pres-
sures of CO2 and the leaf surface relative humidity are
determined from conditions in the canopy air space
through leaf conductance, the leaf-boundary-layer
conductance, the net flux of CO2, and leaf transpira-
tion. The complete equation set can be solved to yield
mutually consistent values of leaf photosynthesis and
transportation (Bonan 1996). The photosynthesis
equations are solved both for sunlit and shaded leaves
by using their respective canopy averages of the
amount of PAR they absorb. The averages of conduc-
tance and canopy photosynthesis are weighted by the
fractions and leaf area indices of the sunlit and shaded
leaves.

TEMPERATURES. Leaf temperature. The foliage is
assumed to have zero heat capacity, and photosyn-
thetic and respiratory energy transformations are
neglected. Foliage energy conservation then yields

Rn,c – Hc – LvEc = 0, (1)

where Rn,c is the net radiation absorbed by canopy, and
Hc and LEc are, respectively, the sensible and latent
heat fluxes from the leaves. This equation is solved for
canopy temperature by the Newton–Raphson itera-
tion method, which at each iteration includes the cal-
culation of the photosynthesis and stomatal resistance,
and the integration of turbulent flux profiles. The air

within the canopy has negligible heat and water va-
por capacities, so heat and water vapor fluxes from
the foliage and from the ground must be balanced by
heat and water vapor fluxes to the atmosphere.

Snow and soil temperatures. The soil (or snow) heat
transfer is assumed to obey the following heat diffu-
sion equation:

(2)

where c is the volumetric heat capacity and is calcu-
lated as a linear combination in terms of the volumet-
ric fraction of the constituent phases, T is the tempera-
ture, z is the vertical coordinate (distance from soil
surface, positive downward), S is the latent heat of
phase change, and F is heat flux. The subsurface heat
flux F at depth z can be described by the Fourier law
for heat conduction:

(3)

where λ is the thermal conductivity as computed us-
ing the algorithm of Johansen (as reported by Farouki
1982) for soil or using the formulation of Jordan (1991)
for snow. The heat flux F at the surface is taken as

F = Rn,g – Hg – LEg, (4)

where Rn,g is the net radiation absorbed by ground
surface, and Hg and LEg are, respectively, the sensible
and latent heat fluxes. The heat flux is assumed to be
zero at the bottom of the soil column.

Soil/snow temperature is predicted from Eq. (4)
for unevenly spaced soil layers and up to a maximum
value of snow layers. The thermal conductivities at the
interfaces between two neighboring layers (i, i + 1) are
derived based on the constraint that the flux across
the interface is equal to that from the node i to the
interface and the flux from the interface to the node
i + 1. Using the Crank–Nicholson numerical scheme,
the temperature equation is reduced to a tridiagonal
system.

Phase change. To numerically solve the heat equation,
the temperature profile is calculated without the phase
change term and then readjusted for phase change.
The readjustment involves three steps: 1) the tem-
peratures are reset to the freezing point for layers
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undergoing phase change when the layer temperature
is greater than the freezing point and the ice mass is
not equal to zero (i.e., melting), or when the layer
temperature is less than the freezing point and the
liquid water mass is not equal to zero (i.e., freezing);
2) the rate of phase change is assessed from the en-
ergy excess (or deficit) resulting from adjusting layer
temperature to freezing point; and 3) the ice and liq-
uid mass and the layer temperature are readjusted.

WATER BALANCE. Canopy water storage. Canopy
water is a simple mass balance determined by gains
from interception of precipitation and dew conden-
sation and loss from evaporation; that is,

(5)

Precipitation P arriving at the vegetation top is either
intercepted by foliage or directly falls through the gaps
of leaves to ground. The parameterization of direct
throughfall Dd is similar to that of the transmission
of solar beam for spherically distributed leaves. The
canopy drip Dr (outflow of the water stored on foli-
age and stem) occurs when water storage is greater
than the maximum holding capacity. Evaporation Ew
from the wet canopy is parameterized as the local
potential evaporation, and σf is the vegetation frac-
tion cover not buried by snow.

Snow water. Water flow is computed by a simple ex-
plicit scheme that permits a portion of liquid water
over the holding capacity of snow to percolate into the
underlying layer. When the porosity of one of the two
neighboring layers is less than 0.05, however, water

flow is assumed to be zero. The water flow out of the
bottom of the snowpack is available for infiltration
into the soil and runoff.

Soil moisture. The vertical soil moisture transport is
governed by infiltration, runoff, gradient diffusion,
gravity, and soil water extraction through roots for
canopy transpiration. The equations for liquid soil
water and soil ice can be written as

(6)

(7)

where wliq is the mass of soil water, ƒroot is the root frac-
tion, Mil is the mass rate of melting (positive) or freez-
ing (negative) of soil ice, Miv is the mass rate of subli-
mation of soil ice, and q is the water flow. The vertical
water flow within soil is described by Darcy’s law,

(8)

and the hydraulic conductivity K and the soil nega-
tive potential ψ vary with soil water content and soil
texture based on Clapp and Hornberger (1978) and
Cosby et al. (1984). The net water flux applied to the
surface layer is provided by snowmelt, precipitation,
and throughfall of canopy dew, minus surface runoff
and evaporation:

where Sm is the rate of snowmelt, Eg is the evapora-
tion from soil, and Rs is the surface runoff.

Soil moisture is predicted from an unevenly spaced
layers model (as with soil temperatures). Equation (8)
is integrated over the layer thickness in which the tem-
poral variation in water mass must equal the net flow
across the bounding interfaces, plus the rate of inter-
nal source or sink. The terms of water flow across the
layer interfaces are linearly expanded using a first-
order Taylor expansion. The equations result in a

tridiagonal system. Equation (9) is solved by an ex-
plicit method.

Runoff. Model runoff includes surface and base flow,
both of which are computed over saturated and un-
saturated areas separately. The fraction of the satu-
rated area depends on the soil moisture state, repre-
sented by a nondimensional water table depth and
topographic features (currently assumed to be a con-
stant parameter). Surface runoff is parameterized as

(9)
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a combination of Dunne runoff (saturation excess
runoff) in the saturated fraction and BATS-type sur-
face runoff; the latter is proportional to the surface soil
moisture state, in the unsaturated fraction. The for-
mation of base flow contains three different mecha-
nisms: bottom drainage, saturation excess, and lateral
subsurface runoff due to local slopes.

Snow compaction. Three mechanisms for of changing
snow characteristics are implemented: destructive,
overburden, and melt. The treatments of the first two
are from Jordan (1991), while the contribution due
to melt metamorphism is simply taken as a ratio of
snow ice fraction after melting to that before melting.

CLM OFFLINE TESTS. As mentioned earlier, we
have done extensive offline tests using a variety of ob-
servational data. These tests have demonstrated that
CLM can reasonably simulate land surface processes.
Detailed discussion of these tests will be presented in
a separate paper. Results from the coupling of CLM
with the NCAR CCM3 have further demonstrated
that, compared with the original NCAR land surface
model, CLM significantly improves the climate simu-
lation of surface air temperature and the overall hy-
drological cycle (Zeng et al. 2002). Here, just as an
example, we show results from two offline tests with
different sets of observation, one from a grassland
meadow and the other from the Brazilian rainforest.
Results from BATS, LSM, and IAP94 are shown for
comparison.

For each run, the atmo-
spheric forcing data for the
first year are used for model
spinup with soil water initial-
ized at full saturation, soil
temperature equal to air tem-
perature, and both snow
depth and snow age at zero.
The equilibrium, as defined
by Yang et al. (1995), is
reached in typically 10 yr or
less, and variables at the end
of the spinup process then
serve as the initial values for
CLM offline simulations.

Valdai. The Valdai dataset
was one of those used in
PILPS [Phase 2(d)] for land
model intercomparison stud-
ies (Vinnikov et al. 1996;
Schlosser et al. 1997, 2000).

It contains a continuous 18-yr time series (1 January
1996–31 December 1983) of atmospheric forcing and
hydrological data for a grassland meadow (57°58′N,
33°14′E). The atmospheric forcing data were origi-
nally sampled at 3-h intervals but were interpolated
to 30-min intervals for land modeling. Incident so-
lar radiation and downward longwave radiation were
not measured, and hence were estimated using em-
pirical algorithms.

For our test, the models are set up largely follow-
ing the instructions for PILPS 2(d) (Schlosser et al.
2000). The grid is assumed to consist of two patches:
90% grassland and 10% bare soil. The soil texture
types for the top 1 m of soil are converted into the
percentages of sand and clay using Table 2 of Cosby
et al. (1984) for model soil layers. A high value of clay
was assumed for the soil deeper than 1 m (47% clay
and 6% sand).

CLM simulates very well the overall seasonal and
interannual variability of snow water equivalent depth
(SWE), and accurately simulates the beginning of
accumulation and the ending of ablation over all 18 yr
observed (Fig. 1). Similar to most PILPS models
(Slater et al. 2001), CLM simulates less SWE over two
winters (1967/68 and 1968/69), and simulates exces-
sive SWE in most others thereafter. The CLM, BATS,
and IAP94 models agree in their maximum SWE,
length of snow season, and their discrepancies in
midseason ablation. Issues pertaining to the simulated
SWE from CLM, BATS, IAP94, and LSM, and, in

FIG. 1. Daily mean simulated and observed snow water equivalent depth (SWE)
for 1966–83 for the Valdai catchment. The observational values represent the
catchment-averaged SWE based on snow course measurements that resulted
in up to 44 individual measurements throughout the catchment.
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particular, the performance of CLM against observa-
tions have been addressed in previous analyses of
Slater et al. (2001) and Yang et al. (1999b). Subsequent
testing and development of CLM will carefully con-
sider these issues. Nevertheless, the performance of
CLM on the whole is quite comparable to the other
three models (BATS, IAP94, and LSM) considered in
this testing, as well as to the participating PILPS 2(d)
models (e.g., Figs. 6–9 of Schlosser et al. 2000).

Overall, CLM repro-
duces the observed sea-
sonal and interannual vari-
ability of soil water (Fig. 2).
CLM produces drier than
normal conditions for the
dry summer of 1972 (al-
though to a lesser degree
than observed), but it fails
to reproduce dry condi-
tions in the fall of 1975.
Most of the participating
models in PILPS 2(d) had
difficulty in reproducing
the fall drought of 1975
(discussed in Schlosser
et al. 2000), however. CLM’s
underestimation of these
low-soil-moisture events
can be attributed in part to
CLM’s depiction of its deep
soil layers, which are as-
sumed to have higher clay
contents, and hence lower
conductivity, higher soil
suction, and higher soil
volumetric content at wilt-
ing point. In addition, the
assumed zero water hold-
ing capacity of frozen soil
(Fuches et al. 1978) may
also contribute to CLM’s
consistent underestimation
of wintertime soil mois-
ture conditions.

As it does for the SWE
and soil moisture, CLM re-
alistically simulates the sea-
sonal and interannual vari-
ability of runoff (Fig. 3).
The runoff peaks in spring
are well captured and con-
sistent with the snowmelt
in Fig. 1. However, CLM

overpredicts the runoff in most of the growing sea-
sons and underpredicts it in the fall. The models con-
sidered here generally overestimate runoff in the
growing seasons, however.

Observations show that, because the 1971/72 win-
ter season had less snow cover and hence lower insu-
lation than the 1979/80 winter, it had a deeper fro-
zen zone and lower soil temperature. CLM
realistically reproduces these differences (Fig. 4), even

FIG. 2. Simulated and observed soil moisture in the top 1 m for the end day of
each month for 1966–83 for the Valdai catchment. The observational values
represent catchment-averaged soil water measured by the gravimetric method
at the end of each month from 9 to 11 sites distributed over the catchment
(Vinnikov et al. 1996).

FIG. 3. Monthly mean simulated and observed runoff for 1966–83 for the Valdai
catchment. Monthly runoff measurement were obtained by weir observations
made at the outflow point of the catchment region (Schlosser et al. 1997).
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though its frozen soil depth is shallower for 1971/72.
The thermal conductivity λ and capacity ρscp used in
CLM are in normal ranges (λ ~ 1.2 to 3.0 W m−1K−1

for unfrozen and frozen soils, respectively, and λ ~
0.1 to 1.1 W m−1K−1 for snow; ρscp ~ 1.6 × 106 to 2.5 ×
106 J m−3K−1 for frozen and unfrozen soils, respec-
tively, and ρscp ~ 0.1 × 106 J m−3K−1 for snow). There-
fore, the shallower frozen soil depth in CLM might
be related to the fact that the soil temperature was
measured once a day (in contrast to the diurnal aver-
age in the model) by putting a thermometer into the
ground at the surface (half buried horizonally), at
depths of 20, 40, 80, and 120 cm. When the soil was
covered by snow, the thermometer was put on the
snow surface (K. Ya. Vinnikov and A. Robock 2002,
personal communication).

ABRACOS. The second test involved data from the
Anglo-Brazilian Amazonian Climate Observation
Study (ABRACOS) that were collected at Reserva Jaru
(10°05′S, 61°55′W) in the southwestern Amazon
rainforest (Gash et al. 1996). Here, we used atmo-
spheric forcing data for 2 yr (January 1992–Decem-
ber 1993). The forcing data do not include the down-

ward longwave radiation but do have the net radia-
tion. Turbulent flux observations are available for
September 1992 (wet season) and June 1993 (dry sea-
son), while soil moisture was measured on a weekly
basis at depths of 0.1 and 0.2 m, and then every 0.2 m
down to 3.6 m during the whole period.

The site is classified as broadleaf evergreen forest
with 100% cover. The monthly index of green leaf area
index is derived from Advanced Very High Resolu-
tion Radiometer (AVHRR) data (Zeng et al. 2000).
Other vegetation parameters are set at the models’
default values for evergreen broadleaf forest. For
CLM, we based the variation of soil texture with depth
on Wright et al. (1996). The soil parameters for the
other three models are the values for CLM at 0.4–
0.6-m depth. From a depth of about 2 m, the soil
merges downward into saprolite, then into fairly hard
weathered granite. The bottom of the soil column for
all four models is taken as granite bedrock without
drainage (i.e., hydraulic conductivity at saturation
Ksat = 0).

For September 1992 (a dry month), all models re-
alistically simulate latent heat fluxes, while sensible
heat fluxes simulated in CLM are closer to observa-

FIG. 4. Simulated and observed vertical distribution of soil temperature from 1 Dec to 30 Apr in 1971/72
and 1979/80 for the Valdai catchment. The simulations are daily averages. Observations were made
once a day by thermometer at the surface and at 20-, 40-, and 80-cm depth.
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tions (Fig. 5). In June 1993 (a wet month), CLM over-
estimates the peak values of sensible heat fluxes and
underestimates latent heat fluxes. Not surprisingly, all
models tested realistically simulate the net radiation
Rn, because the observed Rn data were used indirectly
to obtain the diurnal longwave radiation.

The seasonal variation of soil moisture at different
depths has not been widely studied before because of
limited observations and the few soil layers of most
land models. CLM realistically simulates the alternat-
ing wet and dry periods in the top 50 cm (Fig. 6). Deep
soil in the model, however, is wetter than indicated
by observations during the dry season, probably be-
cause of the assumption of soil column bottom at bed-
rock in the model.

SUMMARY. More than 30 land surface models have
been published so far, and this number increases ev-
ery year. This emphasis reflects the general recogni-
tion of the importance of land surface processes in

weather forecasting and climate studies. These mod-
els share many common components with each other.
However, even with the same atmospheric forcing
data and similar land surface parameters, these mod-
els still give significantly different surface fluxes and
soil wetness.

While individual land model development (par-
ticularly with innovation) should be always encour-
aged, scientists from several institutions also recog-
nized a few years ago that some synergy and model
convergence are also needed. The Common Land
Model (CLM), presented in this paper, represents our
efforts in this direction. Offline studies presented here
demonstrate that CLM can realistically simulate the
key state variables and fluxes. Confirmation of the
results using other observational datasets will be re-
ported elsewhere. Furthermore, when CLM is
coupled with the NCAR CCM3, it is found to signifi-
cantly improve the climate simulation of surface air
temperature, runoff, and snow mass, with little im-

FIG. 5. Simulated and observed diurnal cycle of energy
fluxes (net radiation, and latent and sensible heat fluxes)
over two periods for the ABRACOS forest site in south-
western Amazonia, averaged over (left) Sep 1992 and
(right) Jun 1993.

FIG. 6. Seasonal variations of precipitation and soil
moisture over the years 1992 and 1993 for the
ABRACOS forest site in southwestern Amazonia. The
simulations of soil moisture are daily averages, and
observations of soil moisture are measured once a
week.
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pact on other aspects (Zeng et al. 2002). Therefore, CLM
is now ready for public release (Dai et al. 2001).

Some of the components in CLM need to be fur-
ther improved. For instance, the runoff parameteriza-
tion follows the ideas of TOPMODEL, but subgrid
topographic data have not been used. The interaction
of underground water with the surface water has not
been considered either. Primarily as a biophysical
model, the biogeochemical cycle and dynamic vegeta-
tion components also need to be added to CLM. The
modular code structure of CLM would help facilitate
these improvements and further developments by the
larger community.
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